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Abstract:— 
Mobile ad hoc network is a dynamic network. In this network the 
centralized administration or the use of any existing network infrastructure. A number of routing protocols like Ad Hoc On
Distance Vector Routing (AODV), Dynamic Source Routing (DSR) and
proposed. The Dynamic Source Routing protocol (DSR) is an efficient routing protocol designed specifically for use in wireles
hoc networks of mobile nodes.  The DSR protocol is composed of the two
Maintenance", which allow nodes to discover    and maintain routes to arbitrary destinations. In this paper DSR was studied a
characteristics with respect to the Random Waypoint Mobility Model are analyzed 
end-to-end delay, PDF, number of packets dropped, throughput and jitter using Network Simulator (NS2) that is employed to run 
wired and wireless ad hoc simulations. Analyses of the trace files are done in Tr
 

Index Terms—DSR, MANET, Performance Evaluation, 

INTRODUCTION 

 MOBILE AD HOC NETWORK IS THE EMERGING AREA

DEVICES. A MOBILE AD HOC NETWORK (MANET)
COORDINATION WITHOUT THE INVOLVEMENT OF A

CONFIGURING, SELF-ORGANIZING NETWORK W

PROGRESS IN WIRELESS COMMUNICATION, AD HOC NETWORKING IS

WIDESPREAD APPLICATIONS [1]. AD HOC NETWORKS ARE N

INFRASTRUCTURE OR THE EXISTING INFRASTRU

MANET  APPLICATIONS 
Qualities like Quick deployment, Minimal configuration and absence of centralized infrastructure make them suitable for medic
combat and other emergency situations. All nodes in a MANET have the capability of moving in a given space and establishing 
connection between themselves. Mobile Ad
geographic position or proximity to infrastructure. In contrast to the infrastructure networks, all nodes in MANETs are mobil
their connections are dynamic.   

In the absence of any centralized authority in such a network, we consider each node as a host and a potential router at the 
time. A sample scenario of wireless nodes of a mobile ad hoc network is presented here in Fig. 1
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Mobile ad hoc network is a dynamic network. In this network the mobile nodes dynamically form a temporary network without any 
centralized administration or the use of any existing network infrastructure. A number of routing protocols like Ad Hoc On
Distance Vector Routing (AODV), Dynamic Source Routing (DSR) and Destination-Sequenced Distance
proposed. The Dynamic Source Routing protocol (DSR) is an efficient routing protocol designed specifically for use in wireles
hoc networks of mobile nodes.  The DSR protocol is composed of the two mechanisms of "Route Discovery" and "Route 
Maintenance", which allow nodes to discover    and maintain routes to arbitrary destinations. In this paper DSR was studied a
characteristics with respect to the Random Waypoint Mobility Model are analyzed based on packet delivery fraction, routing load, 

end delay, PDF, number of packets dropped, throughput and jitter using Network Simulator (NS2) that is employed to run 
wired and wireless ad hoc simulations. Analyses of the trace files are done in Tracegraph with Matlab.

DSR, MANET, Performance Evaluation, Random Waypoint Mobility Model.  

IS THE EMERGING AREA OF RESEARCH IN ACADEMICS WITH THE RAPID GROWTH OF WIRELESS H

(MANET)  IS A NETWORK WHERE A NUMBER OF MOBILE NODES WORK IN COOPERATI

THE INVOLVEMENT OF ANY CENTRALIZED AUTHORITY OR ANY FIXED INFRASTRUCTURE

ORGANIZING NETWORK WHERE THE TOPOLOGY IS DYNAMIC. WITH THE INCREASE OF 

AD HOC NETWORKING IS GAINING IMPORTANCE WITH THE INCREASING N

D HOC NETWORKS ARE NORMALLY USED WHERE THERE IS LITTLE OR NO

E EXISTING INFRASTRUCTURE FOR COMMUNICATION IS EXPENSIVE.  

Qualities like Quick deployment, Minimal configuration and absence of centralized infrastructure make them suitable for medic
combat and other emergency situations. All nodes in a MANET have the capability of moving in a given space and establishing 

nection between themselves. Mobile Ad-Hoc Networks allow users to access and exchange information regardless of their 
geographic position or proximity to infrastructure. In contrast to the infrastructure networks, all nodes in MANETs are mobil

In the absence of any centralized authority in such a network, we consider each node as a host and a potential router at the 
time. A sample scenario of wireless nodes of a mobile ad hoc network is presented here in Fig. 1 
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mobile nodes dynamically form a temporary network without any 
centralized administration or the use of any existing network infrastructure. A number of routing protocols like Ad Hoc On-Demand 

Sequenced Distance-Vector (DSDV) have been 
proposed. The Dynamic Source Routing protocol (DSR) is an efficient routing protocol designed specifically for use in wireless ad 

mechanisms of "Route Discovery" and "Route 
Maintenance", which allow nodes to discover    and maintain routes to arbitrary destinations. In this paper DSR was studied and its 

based on packet delivery fraction, routing load, 
end delay, PDF, number of packets dropped, throughput and jitter using Network Simulator (NS2) that is employed to run 

acegraph with Matlab. 

GROWTH OF WIRELESS HANDHELD 

ES WORK IN COOPERATION &  

FRASTRUCTURE. MANETS ARE ELF-
ITH THE INCREASE OF PORTABLE DEVICES AS WELL AS 

ITH THE INCREASING NUMBER OF 

HERE IS LITTLE OR NO COMMUNICATION 

Qualities like Quick deployment, Minimal configuration and absence of centralized infrastructure make them suitable for medical, 
combat and other emergency situations. All nodes in a MANET have the capability of moving in a given space and establishing 

Hoc Networks allow users to access and exchange information regardless of their 
geographic position or proximity to infrastructure. In contrast to the infrastructure networks, all nodes in MANETs are mobile and 

In the absence of any centralized authority in such a network, we consider each node as a host and a potential router at the same 
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Applications for MANETs are wide ranging and they can be employed in many critical situations: An ideal application is for se
and rescue operations. Such scenarios are characterized by the lack of ins
MANETs is sensor networks. This technology is a network composed of a very large number of small sensors. These can be used t
detect any number of properties of an area. Examples include tempera

ROUTING  IN  MOBILE  AD HOC NETWORK
An ad-hoc network is a collection of wireless mobile hosts forming a temporary network without the aid of any stand

infrastructure or centralized administration [2]. Mobile Ad
networks, where the structure of the network changes dynamically. This is mainly due to the mobility of the nodes [3]. Nodes 
networks utilize the same random access wireless 
forwarding. The nodes in the network not only act as hosts but also as routers that route data to/from other nodes in network

Classification of routing protocols in MANET’s 
strategy and network structure [3, 5]. According to the routing strategy the routing protocols can be categorized as Table
source initiated, while depending on the network
position assisted routing [3].  

Flat routing protocols are of two types; proactive routing (table driven) protocols, and reactive (on
further can be classified according to their design principles; proactive routing follows LS strategy (link state) while on
routing follows DV (distance-vector). 

Proactive protocols continuously learn the topology of the network by exchanging topological
nodes. Thus, when there is a need for a route to a destination, such route information is available immediately [6].  Hence t
minimum delay in determining the route to be chosen. This is important for time
networks that have low node mobility or where the nodes transmit data frequently. Examples of Proactive MANET Protocols inclu
• Optimized Link State Routing, or OLSR [7]
• Topology Broadcast based on Reverse Path Forw
• Fish-eye State Routing, or FSR [9] 
• Destination-Sequenced Distance Vector, or DSDV [10]
• Landmark Routing Protocol, or LANMAR [11]
• Clusterhead Gateway Switch Routing Protocol, or CGSR [12]

Reactive / On Demand routing is a relatively new
protocols are based on some sort of query
information. Common for most on-demand routing
in search of an optimal path to the destination node in the network. Examples of Reactive MANET Protocols include:
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Fig. 1 An Example of Mobile Ad hoc Network (MANET) 

Applications for MANETs are wide ranging and they can be employed in many critical situations: An ideal application is for se
and rescue operations. Such scenarios are characterized by the lack of installed communications infrastructure. Another application of 
MANETs is sensor networks. This technology is a network composed of a very large number of small sensors. These can be used t
detect any number of properties of an area. Examples include temperature, pressure, toxins, pollutions, etc.

NETWORK  
hoc network is a collection of wireless mobile hosts forming a temporary network without the aid of any stand

infrastructure or centralized administration [2]. Mobile Ad-hoc networks are self-organizing and self
networks, where the structure of the network changes dynamically. This is mainly due to the mobility of the nodes [3]. Nodes 
networks utilize the same random access wireless channel, cooperating in a friendly manner to engaging themselves in multi
forwarding. The nodes in the network not only act as hosts but also as routers that route data to/from other nodes in network

Classification of routing protocols in MANET’s can be done in many ways, but most of these are done depending on routing 
strategy and network structure [3, 5]. According to the routing strategy the routing protocols can be categorized as Table
source initiated, while depending on the network structure these are classified as flat routing, hierarchical routing and geographic 

Flat routing protocols are of two types; proactive routing (table driven) protocols, and reactive (on
er can be classified according to their design principles; proactive routing follows LS strategy (link state) while on

Proactive protocols continuously learn the topology of the network by exchanging topological
nodes. Thus, when there is a need for a route to a destination, such route information is available immediately [6].  Hence t
minimum delay in determining the route to be chosen. This is important for time-critical traffic. Proactive protocols suits well in 
networks that have low node mobility or where the nodes transmit data frequently. Examples of Proactive MANET Protocols inclu

Optimized Link State Routing, or OLSR [7] 
Topology Broadcast based on Reverse Path Forwarding, or TBRPF [8] 

Sequenced Distance Vector, or DSDV [10] 
Landmark Routing Protocol, or LANMAR [11] 
Clusterhead Gateway Switch Routing Protocol, or CGSR [12] 

Reactive / On Demand routing is a relatively new routing style that provides solution to relatively large network topologies. These 
protocols are based on some sort of query-reply dialog. In this routing there is no need periodic transmission of topological 

demand routing protocols are the route discovery phase where packets are flooded into the network 
in search of an optimal path to the destination node in the network. Examples of Reactive MANET Protocols include:
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Applications for MANETs are wide ranging and they can be employed in many critical situations: An ideal application is for search 
talled communications infrastructure. Another application of 

MANETs is sensor networks. This technology is a network composed of a very large number of small sensors. These can be used to 
ture, pressure, toxins, pollutions, etc. 

hoc network is a collection of wireless mobile hosts forming a temporary network without the aid of any stand-alone 
organizing and self-configuring multi-hop wireless 

networks, where the structure of the network changes dynamically. This is mainly due to the mobility of the nodes [3]. Nodes in these 
channel, cooperating in a friendly manner to engaging themselves in multi-hop 

forwarding. The nodes in the network not only act as hosts but also as routers that route data to/from other nodes in network [4]. 
can be done in many ways, but most of these are done depending on routing 

strategy and network structure [3, 5]. According to the routing strategy the routing protocols can be categorized as Table-driven and 
structure these are classified as flat routing, hierarchical routing and geographic 

Flat routing protocols are of two types; proactive routing (table driven) protocols, and reactive (on-demand) routing protocols. They 
er can be classified according to their design principles; proactive routing follows LS strategy (link state) while on-demand 

Proactive protocols continuously learn the topology of the network by exchanging topological information among the network 
nodes. Thus, when there is a need for a route to a destination, such route information is available immediately [6].  Hence there is 

ffic. Proactive protocols suits well in 
networks that have low node mobility or where the nodes transmit data frequently. Examples of Proactive MANET Protocols include: 

routing style that provides solution to relatively large network topologies. These 
reply dialog. In this routing there is no need periodic transmission of topological 

protocols are the route discovery phase where packets are flooded into the network 
in search of an optimal path to the destination node in the network. Examples of Reactive MANET Protocols include: 
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• Ad hoc On-Demand Distance Vector, or AODV
• Dynamic Source Routing, or DSV 
• Temporally Ordered Routing Algorithm, or TORA

DYNAMIC SOURCE ROUTING  (DSR) 
Dynamic Source Routing (DSR) [14] allows nodes in the MANET to dynamically discover a source route across multiple network 

hops to any destination. In this protocol, the mobile nodes are required to maintain route caches or the known routes. The route cache 
is updated when any new route is known for a particular entry in the route cache.

Routing in DSR is done using two phases: route discovery and route maint
destination, it first consults its route cache to determine whether it already knows about any route to the destination or no
already is an entry for that destination, the source uses that t
includes the destination address, source address, and a unique identification number. Each intermediate node checks whether i
about the destination or not. If the intermediate node does not know about the destination, it again forwards the packet, and eventually 
this reaches the destination. A node processes the route request packet only if it has not previously processed the packet an
address is not present in the route record of the packet. A route reply is generated by the destination or by any of the intermediate 
nodes when it knows about how to reach the destination. Figure 4.10 shows the operational method of the dynamic source routin
protocol.  

  RANDOM WAYPOINT MOBILITY MODEL 

Random Waypoint Mobility (RWP) model is a commonly used model for providing mobility in ns2. It is the most basic 

model which describes the movement pattern of independent nodes in simple terms. Briefly, in the Random Waypoint 

Mobility model: 

• Each node moves along a zigzag line from one waypoint Pi to the next Pi+1 where Pi is the position of a particular 

node. 

• The waypoints are uniformly distributed over the given deployment area, e.g. unit disk.

• At the start of each round a random speed

constant 1) 

• Optionally, the nodes may have so-called "thinking times" when they reach each waypoint before continuing on the 

next round, where durations are independent and 

SIMULATION OF ROUTING PROTOCOL  

Simulation of the DSR routing protocol has been carried over to evaluate the performance of the network with varying number o
nodes. Various parameters that are considered for the 

 

Parameter Name

Channel Type

Netif

Mac Protocol

Queue Length

Number of Nodes

Routing Protocol
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Demand Distance Vector, or AODV 

Temporally Ordered Routing Algorithm, or TORA 

 
Dynamic Source Routing (DSR) [14] allows nodes in the MANET to dynamically discover a source route across multiple network 

protocol, the mobile nodes are required to maintain route caches or the known routes. The route cache 
is updated when any new route is known for a particular entry in the route cache. 

Routing in DSR is done using two phases: route discovery and route maintenance. When a source node wants to send a packet to a 
destination, it first consults its route cache to determine whether it already knows about any route to the destination or no
already is an entry for that destination, the source uses that to send the packet. If not, it initiates a route request broadcast. This request 
includes the destination address, source address, and a unique identification number. Each intermediate node checks whether i

ediate node does not know about the destination, it again forwards the packet, and eventually 
this reaches the destination. A node processes the route request packet only if it has not previously processed the packet an

oute record of the packet. A route reply is generated by the destination or by any of the intermediate 
nodes when it knows about how to reach the destination. Figure 4.10 shows the operational method of the dynamic source routin

ODEL  
Random Waypoint Mobility (RWP) model is a commonly used model for providing mobility in ns2. It is the most basic 

model which describes the movement pattern of independent nodes in simple terms. Briefly, in the Random Waypoint 

Each node moves along a zigzag line from one waypoint Pi to the next Pi+1 where Pi is the position of a particular 

The waypoints are uniformly distributed over the given deployment area, e.g. unit disk.

At the start of each round a random speed is drawn from the speed distribution. (in the basic case the velocity is 

called "thinking times" when they reach each waypoint before continuing on the 

next round, where durations are independent and identically distributed random variables.

ROTOCOL   
Simulation of the DSR routing protocol has been carried over to evaluate the performance of the network with varying number o

nodes. Various parameters that are considered for the simulation are listed in table 1. 

Parameter Name Values 

Channel Type Channel/Wireless Channel 

Netif Phy/Wireless Phy 

Mac Protocol Mac/802_11 

Queue Length 50 

Number of Nodes 4/ 8/ 12/ 16/ 20 

Routing Protocol DSR  
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Dynamic Source Routing (DSR) [14] allows nodes in the MANET to dynamically discover a source route across multiple network 
protocol, the mobile nodes are required to maintain route caches or the known routes. The route cache 

enance. When a source node wants to send a packet to a 
destination, it first consults its route cache to determine whether it already knows about any route to the destination or not. If there 

o send the packet. If not, it initiates a route request broadcast. This request 
includes the destination address, source address, and a unique identification number. Each intermediate node checks whether it knows 

ediate node does not know about the destination, it again forwards the packet, and eventually 
this reaches the destination. A node processes the route request packet only if it has not previously processed the packet and its 

oute record of the packet. A route reply is generated by the destination or by any of the intermediate 
nodes when it knows about how to reach the destination. Figure 4.10 shows the operational method of the dynamic source routing 

Random Waypoint Mobility (RWP) model is a commonly used model for providing mobility in ns2. It is the most basic 

model which describes the movement pattern of independent nodes in simple terms. Briefly, in the Random Waypoint 

Each node moves along a zigzag line from one waypoint Pi to the next Pi+1 where Pi is the position of a particular 

The waypoints are uniformly distributed over the given deployment area, e.g. unit disk. 

(in the basic case the velocity is 

called "thinking times" when they reach each waypoint before continuing on the 

identically distributed random variables. 

Simulation of the DSR routing protocol has been carried over to evaluate the performance of the network with varying number of 
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Grid Size

Packet Size

Simulation Time

Mobility Model

RESULTS, PERFORMANCE EVALUATION 

Experiments are carried out in Network Simulator 2 (ns2 [16]) with programming done in tcl language. Two resultant 
*.nam and *.tr extension were further analyzed. Nam is a Tcl/TK based animation tool for viewing network simulation traces an
world packet traces. It supports topology layout, packet level animation, and various data inspection tools. Trac
extension) can be analyzed by tracegraph [15] tool that runs within Matlab. We also evaluate the performance of DSR by taking
number of nodes as a parameter. We are able to analyze the simulation of DSR with different number of nodes, wi
and 3D graphs generated with tracegraph. The simulation is divided in five parts based on the number of nodes that vary:

 
1. DSR with 4 nodes. 
2. DSR with 8 nodes. 
3. DSR with 12 nodes. 
4. DSR with 16 nodes. 
5. DSR with 20 nodes. 
 
The comparison of performance of DSR, based on the number of nodes is done on following parameters like packet sent, packet 

received, packet dropped, packets lost, throughput and average end

COMPARISON OF PERFORMANCE OF DSR
As we increase the number of nodes for performing the simulation of the DSR protocol, number of sent and delivered packets 

changes, which in turn changes the throughput and average end
the destination to the data sent by the sources. Average end
table 2 shows the difference between sent packets, received packets, lost and dropped packets, the average end
number of nodes is increased. 

Packet Size---------------------- 512 
Simulation Time---------------- 150 Sec 
 

No of 
Nodes

Parameters  

Packets 
Sent 

Packets 
Received

Packets 
Forwarded
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Grid Size 500 x 500 

Packet Size 512 

Simulation Time 200 

Mobility Model Random Waypoint  

Table 1: Network Parameter Definition 

VALUATION &  ANALYSIS   
Experiments are carried out in Network Simulator 2 (ns2 [16]) with programming done in tcl language. Two resultant 

*.nam and *.tr extension were further analyzed. Nam is a Tcl/TK based animation tool for viewing network simulation traces an
world packet traces. It supports topology layout, packet level animation, and various data inspection tools. Trac
extension) can be analyzed by tracegraph [15] tool that runs within Matlab. We also evaluate the performance of DSR by taking
number of nodes as a parameter. We are able to analyze the simulation of DSR with different number of nodes, wi
and 3D graphs generated with tracegraph. The simulation is divided in five parts based on the number of nodes that vary:

parison of performance of DSR, based on the number of nodes is done on following parameters like packet sent, packet 
received, packet dropped, packets lost, throughput and average end-to-end delay. 

DSR BASED UPON NUMBER OF NODES  
As we increase the number of nodes for performing the simulation of the DSR protocol, number of sent and delivered packets 

changes, which in turn changes the throughput and average end-to-end delay. Throughput is defined as the ratio of data delivered t
the destination to the data sent by the sources. Average end-to-end delay is the average time a packet takes to reach its destination. The 
table 2 shows the difference between sent packets, received packets, lost and dropped packets, the average end

No of 
Nodes����    

4 8 12 16 20 

Parameters   

Packets 
17517 10502  511 2534 16884 

Packets 
Received 

17453 10470 482 2502 16797 

Packets 
Forwarded 

0 0 0 0 0 
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Experiments are carried out in Network Simulator 2 (ns2 [16]) with programming done in tcl language. Two resultant files with 
*.nam and *.tr extension were further analyzed. Nam is a Tcl/TK based animation tool for viewing network simulation traces and real 
world packet traces. It supports topology layout, packet level animation, and various data inspection tools. Trace files (with *.tr 
extension) can be analyzed by tracegraph [15] tool that runs within Matlab. We also evaluate the performance of DSR by taking 
number of nodes as a parameter. We are able to analyze the simulation of DSR with different number of nodes, with the help of 2D 
and 3D graphs generated with tracegraph. The simulation is divided in five parts based on the number of nodes that vary: 

parison of performance of DSR, based on the number of nodes is done on following parameters like packet sent, packet 

As we increase the number of nodes for performing the simulation of the DSR protocol, number of sent and delivered packets 
end delay. Throughput is defined as the ratio of data delivered to 

end delay is the average time a packet takes to reach its destination. The 
table 2 shows the difference between sent packets, received packets, lost and dropped packets, the average end-to-end delay when the 
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PDF 

Throughput

Average 
end-to-
delay (ms)

Table 2: Comparison of Various Parameters v/s No. of Nodes

 

 
Fig. 2 shows the total number of packets sent vary with increasing number of nodes. As the number of nodes goes on increasing

packets sent first decreases, then increases and as no. of nodes becomes 16 it only increases.
 

Fig. 3 shows the graphical representation of Packet Received versus number of nodes of DSR protocol. As the number of nodes 
goes on increasing, the packets received first decreases, then increases and as no. of nodes becomes 16 it only increases.
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0.9963 0.9970 0.9432 0.9874 0.9948 

Throughput 489.14 485.99 245.37 485.59 485.74 

Average 
-end 

delay (ms) 
255.73 147.13 144.83 399.59 288.10 

Table 2: Comparison of Various Parameters v/s No. of Nodes 

The data in table 2 are plotted in MS Excel 
 

 

Fig. 2 Plot of Packets Sent against No. of Nodes 

Fig. 2 shows the total number of packets sent vary with increasing number of nodes. As the number of nodes goes on increasing
en increases and as no. of nodes becomes 16 it only increases. 

 

Fig. 3 Plot of Packets Received against No. of Nodes 

Fig. 3 shows the graphical representation of Packet Received versus number of nodes of DSR protocol. As the number of nodes 
asing, the packets received first decreases, then increases and as no. of nodes becomes 16 it only increases.

-5000

0

5000

10000

15000

20000

0 10 20 30

P
a

ck
e

ts
 S

e
n

t

No of Nodes

Packets Sent

-5000

0

5000

10000

15000

20000

0 10 20 30P
a

ck
e

ts
 R

e
ce

iv
e

d

No of Nodes

Packets Received

90 

                          ISSN:2348-4039 

                   Volume-1,Issue-1 

                    January 2014 

Fig. 2 shows the total number of packets sent vary with increasing number of nodes. As the number of nodes goes on increasing, the 

Fig. 3 shows the graphical representation of Packet Received versus number of nodes of DSR protocol. As the number of nodes 
asing, the packets received first decreases, then increases and as no. of nodes becomes 16 it only increases. 
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Figure 4 shows the graphical representation of 
increasing, the PDF value first decreases and then increases.

Fig. 5 shows the Throughput graph plotted against number of nodes 
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Fig. 4 Plot of PDF against No. of Nodes 

 

Figure 4 shows the graphical representation of PDF versus the number of nodes of DSR protocol. As the number of nodes goes on 
increasing, the PDF value first decreases and then increases. 

 

Fig. 5 Plot of Throughput against No. of Nodes 

Fig. 5 shows the Throughput graph plotted against number of nodes which gives nearly the same value except for node no. 12.
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PDF versus the number of nodes of DSR protocol. As the number of nodes goes on 

which gives nearly the same value except for node no. 12. 
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Fig. 6 Plot of Average end

Fig. 6 shows the average end-to-end delay graph plotted against number of nodes. Average end
numbers of nodes are increased to 12 from 4.

[1] Sarangapani, Jagannathan, “Wireless ad hoc and sensor networks: Protocols, Performance and Control”, CRC Press.

[2] Xiaoyan Hong, Kaixin Xu, and Mario Gerla. “Scalable routing protocols for mobile ad hoc networks”, 
[3] Mehran Abolhasan, Tadeusz Wysocki, and Eryk Dutkiewicz, “A review of routing protocols for mobile ad hoc networks”, 

Technical report, Telecommunication and Information Research Institute, University of Wollongong, Wollongong, NSW 2522; 
Motorola Australia Research Centre, 12 Lord St., Botany, NSW 2525, Australia, 2003.

[4] Laura Marie Feeney, “A taxonomy for routing protocols in mobile ad hoc networks”, Technical report, Swedish 

Institute of Computer Science, Sweden, 1999. 

[5] Dr. Uwe Roth, “Highly dynamic de

lab/Highly+Dynamic+Destination-Sequenced+Distance

[6] Al-Sakib Khan Pathan and Choong Seon Hong, "Routing in Mobile Ad Hoc Networks", Guide to Wireless Ad Hoc 

Networks, Springer   (London), (Edited by Sudip Misra, Isaac Woungang, and Subhas Chandra Misra), ISBN 978

84800-327-9, 2009, pp. 59-96 

[7] P. Jacquet, P. Muhlethaler, A. Qayyum, A. Laouiti, L. Viennot and T. Clausen, “Optimized Link State Routing 

Protocol”, Internet Draft, IETF MANET Working Group, draft

[8] R. G. Ogier, F. L. Templin, B. Bellur, M. G. Lewis, “Topology Broadcast Based on Reverse

Internet Draft, IETF MANET Working Group, draft

[9] G. Pei, M. Gerla, and T.-W. Chen, “Fisheye State Routing in Mobile Ad Hoc Networks”, Proceedings of Workshop on 

Wireless Networks and Mobile Computing, Taipei, Taiwan, Apr. 2000.

[10] Perkins, C.E., and P. Bhagwat, “Highly dynamic destination s

computers:, Computer Communications Review,1994, pp. 234

[11] P. F. Tsuchiya, “The Landmark Hierarchy: a new hierarchy for routing in very large networks”, Computer 

Communication Review, vol.18, no.4, Aug.

[12] Ching -Chuan Chiang, Hsiao-Kunag Wu, Winston Liu and Mario Gerla, “Routing in Clustered Multihop, Mobile 

Wireless Networks with Fading Channel,” IEEE Singapore

[13] Perkins CE, Royer EM, Chakeres ID (2003) Ad hoc On

2003, available at http://tools.ietf.org/html/

[14] Broch J, Johnson DB, Maltz DA (1999) The Dynamic Source Routing Protocol for 

October, 1999, available at http://tools.ietf.org/id/draft

[15] Tracegraph http://www.tracegraph.com/download.html

[16] S.McCanne and S.Floyd,”Network Simulator”,  

 

 

International  journal of Engineering  Research                                

                                   &                                                                                

Management Technology                                                              

Fig. 6 Plot of Average end-to-end Delay against No. of Nodes 

end delay graph plotted against number of nodes. Average end
odes are increased to 12 from 4. 
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